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Enterprise Search

Enterprise search characteristics:

- Diversity of content sources and formats, and not
necessarily HT TP based

- Secure access

- Combined structured and unstructured search
- Dedicated search (e.g. email search)

- Intranet search

- Ranking and categorisation problem

- Social forces behind the creation of Internet and Intranet
content are quite different

- Deployment environments for these domains also differs

Enterprise Search comparison with Web search

Similarities Differences

- Crawling - Diverse repositories
- Indexing and ranking - Fewer documents

- User interface - Access control

- Diverse doc type
- Different user needs

- Less filtering




Data preparation and data source

Different document types requiered different access
methods. PDF, MS Word, HTML, Open formats, email, etc.

Good Formatted file

docno="lists-046-11826843"

name="Ron Whitney"

email="BEW@math.ams.org"

sent="Sat, 20 Apr 1996 17:44:20 -0400 (EDT)"
inreplyto="199604201303.6479@uvea.wolfram.com"
* Mail-System-Version:
id="830036660.25042.RFW@MATH.AMS.ORG"
subject="Re: conference call Mon 22 April"

To: w3c-math-erb@w3.org

| was unable to attend last week, but am available this
Monday. If the group plans to meet, I'll attend, but |
have no specificitems for the agenda now.

-Ron

Bad formatted file

name=""

email="mail137@163.com"

sent="Wed, 8 May 2002 14:39:51 -0400"
subject="0lAYOAM, f pf O a0 AS"

To: web-access@w3.org
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Parsing, tokenisation

Tokenisation is the process of splitting a stream of words into units or
“tokens”. Normally this process does not included the following symbols:

- period (.)

- comma (,)
semicolon (;)
quotation marks ()
- colon ()

- brackets [ ]

- braces { }

- parentheses ()

- mathematical operators + - / * = <>

- special characters | & ~
- the at sign @

- underscores and other rare characters

e.g

The “brown” fox jumps, quickly over the lazy dog*.

The brown fox jumps quickly over the lazy dog




Parsing, stop words removal

Stop Word is the name given to a word that will be filtered and
is not consider relevant by an information retrieval system. Some of
the more frequently used stop words for English include: “a”, “of ”,
“the”, "1", “it", “you”, and “and”. These are generally regarded as
functional words that do not carry meaning for the system.

Stop List is the list or set of stop words, there are as many stop
lists as there are languages. |.e. if a system processes text that
includes English, French, German and Spanish it also should be a
stop list for each of these languages.

Parsing, Stemming

Stemming is the process to obtain a word’s root
(also called normalisation) through eliminating
suffixes.

running run
ran ran connection
laughing laugh connections
laughs —  laugh connective > connect
laughed laugh connected
languished languish connecting
seals seal
Benefits of Stemming Known Limitations

- Takes care of morphological variants - Impact on advanced syntax and exact match

- Reduces index size - Accented characters are not supported

- Short words are not stemmed

more info see: the porter stemming algorithm, http:/tartarus.org/~martin/PorterStemmer, http://snowball.tartarus.org/




Parsing, entity detection

The problem here is to find various structured data within
unstructured documents, e.g.

- people’s names
- project’s names
- places

- amounts

Algorithms for entity detection normally are either rule or statistical
based.

see: Special Interest Group on Natural Language Learning on the Association for
Computational Linguistics (CoNLL). http://cnts.uia.ac.be/signll/conll.html

Parsing, part of speech

Part of speech is a categorisation process that take in consideration
phrase function. Each part of speech explains not what the word
is, but how the word is used. POS is very useful when dealing with
Natural Language Processing in IR.

Parts of speech: the verb, the noun, the pronoun, the adjective, the
adverb, the preposition, the conjunction, and the article.

e.g. . _
can |l think | can do it. verb
can |Don't open that can of beans. noun
only |This is my only pen. adjective
only |He was only joking. adverb
his | That book is his. pronoun
his | That is his book. adjective

English |Can you speak English? noun
English |l am reading an English novel. adjective




Data storage: indexing

- Tokenisation we can start the indexation
Af i - Stop words removal process, which consist in
ter parsing - Stemming storing the tokens in a DB,
- Entity detection usually in a vector space
- Part of speech fashion

Index design factors

- Merge factors

- Storage techniques

- Index size (compression)
- Lookup speed

- Maintenance

- Fault tolerance

- Scalability




Index construction, inverted index

T1: bab(y, ies,

Y’s)

T2: child(ren’s)

DI: Infant & Toddler First Aid
D2: Babies & Children’s Rooms (For Your Home)

13 gude D3: Child Safety at Home
T5; home D4: Your Baby’s Health and Safety: From Infant to Toddler
Té: infant D5: Baby Proofing Basics
T7: safety Dé: Your Guide to Easy Rust Proofing
T8: toddler D7: Beanie Babies Collector’s Guide
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System exploitation, querying

Phase 1 Types of Queries

Enter a Query to the
Search Engine

* Boolean: AND, OR, NOT

* Natural Language Queries: query is formulated as

Phase 2 a question or a statement
Search engines

transla:ei query into * Thesaurus Queries: the user select the term from
oKens . .
a previous term-set provided by the IR system

* Fuzzy Queries: threshold of relevance is
expanded to include additional documents

Phase 3

Tokes are used to .
search document * Term Searches: based in a few words or phrases

collection provided by the user

* Probabilistic Queries: IR systems based in a
computed probability to retrieve documents

An IR system overview
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Demo |: text classification

[aRa)a] NodeMap - /Users/pedro/temp/animal_ch.txt

File Edit View Help

 BIEICICICIEICISEINNEI Y ETE1ED
. Here we have an ontology
animals
and we would like to assign
hark: .
= s or classify documents on a
invertebrates fish given Category
vertebrates bony fish
salmon
salamanders
birds amphibians
neognathae trout
mammals
" frogs
reptiles
paleognathae anaconda
toads
snakes
rattle snake
crocedilia  lizards
asp
gharial cabra

gecko

caimans crocodiles

chamelean
4
http://thames.cs.rhul.ac.uk/wstalk
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Demo |:text classification

NodeMap - /tarp/OntoNMUnoUTE . txt - 0O X
File Edit View Tools Help

n=zae o[\ 1] [»] [&]%] [#] [=] [m]9

€| |8

i 2 matches found for query adolescentes in spanish
Presidan Ser humano Sexo

Organisma Familia 1.- LactanciaMaterna. txt

58 related terms : Mayor, Mayor, Menopausia, Sangre, more ...
woting : (0.50007978458354894)

http: f riemann cs. rhul ac.uk 80 fnodemap fuploadfiles [Lact
anciabaterna.txt

Menapausia Personas

Edad
2. - ElSueno txt

. 20 related terms : Pulmones, Personas, Alimentos, Tipo, more ...
Menor Bepé woting : (0.4999202151045105)

http:/ friemann.cs.rhul ac.uk 80 (nodemap fuploadfiles [ElSu

Mayor Mifio erotat
Adulmes

Run time: 385

http://thames.cs.rhul.ac.uk/wstalk/prototype.html
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Demo 2: email search

file:<keyword>
from: <name>

to: <email to> <

Search =
@hltp:;‘,flocalhosl:BOSDfemai\fSear(h © 2 Q~ Google

cc: <email cc>
subject: <subject>
<keyword>

from: Bruce Smith [ Search |

1.~ http:ifthames.cs.rhul ac. uk/email lists-046-11B07262

docno lists-04€-11807252 nameFrom Bruce Smith emal IFrom bruce@wolfram.com dateSent Sat, 20 Apr 1206 12:28:45
InReplyTo Id 199504201228, 6368@uvea. woifram.com

subject Templates can work with precedences

700

2.- hitp:/thames.cs.rhul.ac.uk/email lists-046-11812317

tocno lists-046-11812317 nameFrom Bruce Smith emallFrom bruce@woifram.com dateSent Sat, 20 Apr 1005 12:38:32 -0
InReplyTo Id 199504201 235 8403@uvea. wolfram.com

subject Re: Progress on Parsing

3.- hitpri/thames.cs.rhul.ac. ukien 046-11816340

tocno lists-046-11816340 nameFrom Bruce Smith emal|From bruce@woifram. com dateSent Sat, 20 Apr 1998 12:53:07 -0700
InReplyTo |d 199504201 253, 6443 uvea. wolfram.com

subject Parsing of n-ary operators

4.- hitprifthames.cs.rhul ac.uk/emaildatalists-046-11820182

docno lists-048-11820182 nameFrom Seith emal|From bruce@woifram com dateSent Sat, 20 Apr 1995 13:01:35 0700
InReplyTo |d 160504201201 £465@uvea. wolfram.com

subject Re: scripted oparators

RN
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Search engines

[ctuster computer ] earc (—rew

prices
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Top Shopping Results

All Results (162) 1o A Word O
© Monie Love (18] 2

oBay:
© Haarmonie (15) 251

e || ooy

@ Class, Quality Onions (4)
1. Monie Love - Wikipedia, the free encyclopedia B Q &

First Class Qua
. monie.nl -

more | allclusters o] - Lve, Ask, Gigablast

find in clusters: 3. Montgomery Niemever & Co. LLP B A &
FAIL (the browser shoukd randar same flash conant, nal this).
. monie.corm - [cache] - Live, Ask, Gigablast

4. MySpace.com - Mo

See more shopping results for *monis®

Monis In The Midds [Max
Singe]

S50
© Profie
© Fiand Vidsa HSBC Bank Account
2417 fee free banking with the HSBC Bank Account. Apply now - www.hsbc.co.uk.
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< <1 GFT Currency Trading
) VisualTrasing. Compativ Prs. Award-Wnning Saftwars. Fres Damsl - wirs CF Tk com

OBl Simono Waan o Ginana Gooden (sor uy 2 1970 i London | noun o hrstage nara o Love
is a female, English rapper and former radio personality in the United Sta
© Browser should rendor some flash
== on wikinedie orghwic/Monie_Love - lcachal - Lve, Ask, Gigablast
@ Books, Willis Monie (4) 2 Index B A &

Love - US - Hip Hop / Rap - www.myspace.com ..

Commercial
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downoads and more <

= e myapace.comtind  cache] «Lia, Ask .
A -

4

Google yarioo! allthewed

Open source

Sl uecepne TGH'I&J’J}V { Xapian |Str@ien, and so on...

co0o finditall oe-

WebCrawler’ H Live Search

The Wab’s Top Search Engines Spun Togathar

altavista

a personal full.ext search system
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Clustering

Given a set of data points, each having a set of attributes, and
a similarity measure among them, find clusters such that:

— Data points in one cluster are more similar to one another
— Data points in separate clusters are less similar to one

another

Unlike the classification problem here we do not know the
labels or data categories, for this reason this is also called

unsupervised learning.

21

Notion of clusters can be ambiguous

+++ k-4
+ + *
+ *
v +
v o O
v ¢ o

Four Clusters

Two Clusters

Six Clusters

22




High dimensionality

Motivation: traditional clustering method do not scale well in
very high dimension spaces.

Additionally dimension reduction techniques (e.g. PCA, SVG)
are expensive computationally.

23

Baire, or longest common prefix

Definition: a Baire space consists of countably infinite sequence
with a metric defined in terms of the longest common prefix

Case of vectors x and y, with 1 attribute. Precision: digits 1,
2, ..., |K]

i ) 1 if 21 # 11
X Y = .
BULIG UK inf 27" =z, =y, 1<n<|K|

— each coordinate is normalised, so is a floating point value.

— then: we will define dp(x,y) based on sharing common prefix
in all coordinates.

24




Baire, or longest common prefix

An example of Baire distance for two numbers (xand y) using a
precision of 4

Baire distance between xand v:
dz (x4 y4) =273=|K|=3

X 0.

That is:
k=1->Xk=y -> 4

y - O k=2 -> Xk=VYk -> 2

k=3 -> Xxk+ Yk -> 5%7

De—> N
Ne—>N
NNe—> O
oO«+——> 0O

25

Baire, or longest common prefix

Binary Fingerprints: Chemical compounds

CH,

cl NH,
Encode
:> 100010001..1

NH,

Clustering of compounds based on chemical descriptors or
chemical representations, in the pharmaceutical industry

26




Baire metric, an example

Simple clustering hierarchy N x R = Random projected vector
Random projection schematically |
0.47
I 0 1 1 0 2 0.25
2| o 0 1 0
A = 3 0 0 1 0 3 0.25
4| 1 1 0 1
4 0.84
matrix normalised by column sums
5 To:sTossT o Sorting ....
N = 0 033 o 2 025
0 033 o } 15t cluster
1 0.5 0 1 3 0.25
Random vector; k = 2 | 0.47 } 2nd cluster
R = |o013|045]076 (049 4| ose | 7137 cluster

27

Random projection and hashing

vector

In fact random projection
here works as a class of hashing function.

Hashing is much faster than alternative
methods because avoid the pair-wise
comparisons required for partition and
classification

Y axis

* axis

If two points (p , q) are close, they will have a very small |p-q| (Euclidean metric) value;
and they will hash to the same value with high probability; if they are distant, they should
collide with small probability

28




A note in data sparsity and

Random Projection

— Usually text data matrices are sparse

— Very high dimensional data sets have points mostly lying at the
vertices of a regular simplex or polygon.
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R, axis

Spectroscopic value

Current work

0

40

20

DEC vs. RA

My, 4 f
—| L
J .
T T T T T T T T
o 50 100 200 300
DEC axis
Spectroscopic

0e+00 1e+05 2e+05 3e+05  4e+05

Spec vs. Phot
=1 Currently we are applying the
24 | Baire metric to spectrometric
e 4 and photometric data from the
g oo Sloan Digital Sky Survey

oo o1 02 03 04 05 0B

Spectroscopic
Photometric

05 1015 20 25

Fhotometric walue

T T T T T
O0e+00 1e+05 2e+05 3e+0S 4e+05
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Questions

31
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