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Uniform Tests

Y is a metric compact, P(Y) is the set of all measures on Y

A lower semicontinuous function t: Y x P(Y) — R is a uniform test if

€ P(Y) /Y (. 1)du(y) < 1
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Uniform Tests

Y is a metric compact, P(Y) is the set of all measures on Y

A lower semicontinuous function t: Y x P(Y) — R is a uniform test if

€ P(Y) /Y (. 1)du(y) < 1

Example:
Fix any measure v on a finite set Y.

ty,p) = vy) is a uniform test.

w(y)
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Neutral Measure

Theorem

Let t(y, i) be a uniform test on metric compact Y.
There exists a measure M on Y s.t.

VyevY ty,M<1.
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Neutral Measure

Theorem

Let t(y, i) be a uniform test on metric compact Y.
There exists a measure M on Y s.t.

VyevY ty,M<1.

Neutral measure was introduced (with computability requirements) in:
Leonid Levin, “Uniform Tests of Randomness” (1976).

For details see: Peter Gacs, “Lecture notes on descriptional complexity and
randomness”, Ch. 16.

We will ignore computability issues

Alexey Chernov (CLRS & Dept CS, RHUL) |Practical Aspects of Levin's Neutral Measure Marseille, 02.07.2009 4/42



Example: Neutral Measure on {0, 1}

Y ={0,1}, P(Y) = [0,1]: Prob(1) = p, Prob(0) =1 —p

Let {(y, p) be lower semicontinuous in p and

Vp Ept(y,p) =pt(1,p) + (1 —p)t(0,p) <1
There exists ps.t. t(1,p) < 1and {0,p) < 1.
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Example: Neutral Measure on {0, 1}

Y ={0,1}, P(Y) = [0,1]: Prob(1) = p, Prob(0) =1 —p

Let {(y, p) be lower semicontinuous in p and
vp Ept(y.p) =pt(1,p) + (1 —p)t(0,p) <1

There exists ps.t. t(1,p) < 1and {0,p) < 1.

Proof.
° {p[t0,p) <1}u{p|t(1,p) <1} =[0,1]
0 0ec{p[t0,p)<1}tand1e{p|t(1,p)<1}
@ {p|t0,p) <1}and {p| t(1,p) < 1} are closed

Then {p | t(0,p) <1} N{p|t(1,p) <1} #0 m)
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Binary Betting Protocol

Initial capital of Skeptic Iy = 1
Forn=12,...
Forecaster announces p;, € [0, 1]
Skeptic buys s, € R tickets
Reality announces y, € {0,1}
Kn = Kn-1+ Sn(¥n — Pn)
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Binary Betting Protocol

Initial capital of Skeptic Iy = 1
Forn=12,...
Forecaster announces p;, € [0, 1]
Skeptic buys s, € R tickets
Reality announces y, € {0,1}
Kn = Kn-1+ Sn(¥n — Pn)

Goal: £, remains bounded.
Forecaster plays against Skeptic and Reality.
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Binary Betting Protocol

Initial capital of Skeptic Iy = 1
Forn=12,...
Forecaster announces p;, € [0, 1]
Skeptic buys s, € R tickets
Reality announces y, € {0,1}
Kn = Kn-1+ Sn(¥n — Pn)

Goal: K, remains bounded.
Forecaster plays against Skeptic and Reality.

Generally unachievable: y, s.t. |yn — pn| > 0.5, s, = sign(yn — pn)-
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Binary Defensive Forecasting Protocol

Initial capital of Skeptic Iy = 1
Forn=1,2,...
Skeptic announces s,: [0,1] — R
Forecaster announces p;, € [0, 1]
Reality announces y, € {0,1}
Kn = Kn-1+ Sn(Pn)(¥n — Pn)
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Binary Defensive Forecasting Protocol

Initial capital of Skeptic Iy = 1
Forn=12,...
Skeptic announces continuous s,: [0,1] — R
Forecaster announces p;, € [0, 1]
Reality announces y, € {0,1}
Kn = Kn-1+ Sn(Pn)(¥n — Pn)
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Binary Defensive Forecasting Protocol

Initial capital of Skeptic Iy = 1
Forn=12,...
Skeptic announces continuous s,: [0,1] — R
Forecaster announces p;, € [0, 1]
Reality announces y, € {0,1}
Kn = Kn-1+ Sn(Pn)(¥n — Pn)

Theorem
Forecaster has a strategy that guarantees Ko > K1 > Ko > ... J
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Forecaster’s Strategy

Sp is continuous

Epsn(p)(y — P) = psa(p)(1 — p) + (1 — p)sn(P)(0 — p) =0

By the Neutral Measure Theorem, 3pVy € {0,1} sp(p)(y —p) <0
Thus K < Kp_1
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Forecaster’s Strategy

Sp is continuous

Epsn(p)(y — p) = psa(P)(1 — p) + (1 — p)sa(p)(0 — p) =0

By the Neutral Measure Theorem, 3pVy € {0,1} sn(p)(y —p) <0
Thus K < Kp_1

Explicit algorithm:

@ If sp(1) > 0, take pp = 1.

@ If s5(0) < 0, take p, = 0.

@ If s5(0) > 0 and sy(1) <0, take p, s.t. sp(pn) = 0.
Thus sp(pn)(¥n — Pn) < 0 for any y, € {0,1}.
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Uniformly Good Forecasts

Forn=12,...

Forecaster announces p;, € [0, 1]
Reality announces y, € {0,1}

Sceptic announces a continuous function f: [0, 1] — R
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Uniformly Good Forecasts

Forn=12,...
Forecaster announces p;, € [0, 1]
Reality announces y, € {0,1}
Sceptic announces a continuous function f: [0, 1] — R

Forecaster’s goal: Zﬁ:1 f(Pn)(¥n — pn) is small (grow slowly)
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Calibration
yn is a Bernoulli sequence with Pr(1) = p

1 N
NZ(}’n—p) -0
n=1

[m]
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Calibration

yn is a Bernoulli sequence with Pr(1) = p
1N
N Z(}’n -p)—0
n=1

If p, are different:

For each p take subsequence s.t. p, =p
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Calibration

yn is a Bernoulli sequence with Pr(1) = p

1 N
NZ(}’n—P) -0
n=1

If p, are different:

For each p take subsequence s.t. p, =p

To get long (and frequently occurring) subsequences: p, ~ p
1N
N Z Ipo~p(Yn —pPn) — 0

n=1
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Two Skeptics

Consider a simple version of uniformly good forecasting:
a game with two Skeptics.

At step n, Skeptics buy s} (pn) and s2(py) tickets, respectively.

Their capitals are Ki, = KL + sh(pn)(Yn — Pn), i = 1,2.

Goal: both capitals remain small (grow slowly).
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Two Skeptics

Consider a simple version of uniformly good forecasting:
a game with two Skeptics.

At step n, Skeptics buy s} (pn) and s2(py) tickets, respectively.
Their capitals are Ki, = KL + sh(pn)(Yn — Pn), i = 1,2.

Goal: both capitals remain small (grow slowly).

1Al = (KC3)% + (KR)?.
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Two Skeptics: Capital Bound

Initial capital of Skeptics Ko = (8)
Forn=1,2,...
Skeptic announces continuous sp: [0, 1] — R?
Forecaster announces p;, € [0, 1]
Reality announces y, € {0,1}
Kn = Kn-1+ Sn(Pn)(¥n — Pn)
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Two Skeptics: Capital Bound

Initial capital of Skeptics Ko = <8)
Forn=12,...
Skeptic announces continuous sp: [0, 1] — R2

Forecaster announces p, € [0, 1]
Reality announces y, € {0,1}

Kn = Kn-1+ 8n(pn)(¥n — Pn)

Theorem
Forecaster has a strategy that guarantees

> siP)(yi - pi)

i=1

1Knll =

< v/nmax max ||s;(p)
i pe[o,1]
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Two Skeptics: Forecaster’s Strategy (1)

||’Cn||2 i(01) (Vi — pi) + Sn(Pn)(¥n — Pn)

2

()i — Pi)|| + lIsn(Pn)(¥n — Pn)||2

+2 <Sn(,0n) — Pn); ZSI(P: (vi— Pl)>

i=1
= 1Ca-111% + Isn(Pn) 12 (Yn — Pn)?

n—1
+2 <sn(pn), > sile) (i - Pi)> (Yn = Pn)

i=1
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Two Skeptics: Forecaster’s Strategy (2)

1CAl[2 = 1Cn-111% + lIa(Pn)[I(¥n — Pn)?

+2(snlpn). S i)Y = Pi)) (Y = o)

By the Neutral Measure Theorem, we can take p; s.t.

< (pn), ZSI pi)( >(,Vn pn) <0
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Two Skeptics: Forecaster’s Strategy (2)

1CAl[2 = 1Cn-111% + lIa(Pn)[I(¥n — Pn)?

+2(snlpn). S i)Y = Pi)) (Y = o)

By the Neutral Measure Theorem, we can take p; s.t.

< (Pn), Zs,p, >(yn pn) <0

Thus, [[KCnl[? < [|Kn-11I? + [Isn(pn) [1Z

Finall, [[Cal|2 < nmax; maxpepo ) 1si()[12

Alexey Chernov (CLRS & Dept CS, RHUL) |Practical Aspects of Levin's Neutral Measure Marseille, 02.07.2009 15/42



Two Skeptics: Linear Mixtures

Corollary

The Forecaster strategy above guarantees also that for any
a=(a1,a) € R2

|1 K} + a2KC3| < Vnl|al max max |si(p)|
i pel0,1]
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Two Skeptics: Linear Mixtures

Corollary

The Forecaster strategy above guarantees also that for any
a=(a1,a) € R2

o474 02K| < v |af max max |Isi(p)]

Proof.

|1 I + a2kB| = [{, )| < [l [IICall
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Skeptic with values in Hilbert Space

H is any Hilbert space
Forn=12,...

Skeptic announces continuous s;: [0,1] — H
Forecaster announces p;, € [0, 1]

Reality announces y, € {0,1}

Kn = Kn-1+ sn(pn)(¥n — Pn)
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Skeptic with values in Hilbert Space

H is any Hilbert space
Forn=12,...

Skeptic announces continuous s: [0,1] — H
Forecaster announces p, € [0, 1]
Reality announces y, € {0,1}

Kn = Kn-1+ 8n(pn)(¥n — Pn)

Theorem
Forecaster has a strategy that guarantees for any o € H

oo}
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Skeptic with values in Hilbert Space
H is any Hilbert space, X is a metric compact
Forn=12,...
Reality announces x, € X
Skeptic announces continuous s,: X x [0,1] — H
Forecaster announces p, € [0, 1]
Reality announces y, € {0,1}
Kn = Kn-1+ Sn(Xn, Pn)(¥Yn — Pn)

Theorem
Forecaster has a strategy that guarantees for any o € H

|<a, Z si(xi, pi)(yi — Pi)>
i1
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Reproducing Kernel Hilbert Spaces

Let F be a Hilbert Space of functions X — R

Requirement: ||f|| =0 = Vx|f(x)|~0
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Reproducing Kernel Hilbert Spaces

Let F be a Hilbert Space of functions X — R

Requirement: ||f|| =0 = Vx|f(x)|~0

F is a reproducing kernel Hilbert space on X iff
for any x € X there exists ky € F s.t.

f(x) = (ky, ), ¥f € F
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Reproducing Kernel Hilbert Spaces
Let F be a Hilbert Space of functions X — R
Requirement: ||f|| =0 = Vx|f(x)|~0

F is a reproducing kernel Hilbert space on X iff
for any x € X there exists ky € F s.t.

f(x) = (ky, ), ¥f € F

Example:
f [0 1]—>Rstf(0) z,z<X
fo f'(x)g'(x) dx
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RKHS-Assessed Probability Forecasts

X is metric compact
Forn=12,...

Reality announces x, € X
Forecaster announces p;, € [0, 1]
Reality announces y, € {0,1}
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RKHS-Assessed Probability Forecasts

X is metric compact

Forn=12,...
Reality announces x, € X
Forecaster announces p;, € [0, 1]
Reality announces y, € {0,1}

Theorem

Let F be an RKHS on X x [0, 1] s.t. ky p is continuous in x, p and
Cr = SUpy , SUP| g| =1 9(X, P)-
Forecaster has a strategy for F s.t. forany f €¢ F

N
Z f(Xn, Pn)(¥n — Pn)| < CJ—'Hf”J-'\/N
n=1
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RKHS-Assessed Forecasts: Proof

Take "Hilbert-valued" Sceptic

Sn(Xn,pn) = an,Pn
Forecaster can guarantee that for any f € F

N

f.k - < VN||f k
2 (F-Kapan) = o)) < VNIflz  max, ol

(f, Kxn,pn) = f(Xn, pn) forany f € F.
[kxpllz < Cr

Marseille, 02.07.2009
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General Asymptotic Calibration

X and Y are compact metric spaces
Forn=12,...

Reality announces x, € X
Forecaster announces P, € P(Y)
Reality announces y, € Y
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General Asymptotic Calibration
X and Y are compact metric spaces
Forn=12,...

Reality announces x, € X
Forecaster announces P, € P(Y)
Reality announces y, € Y

Theorem

Forecaster has a strategy s.t. for any continuous f: X x P(Y)x Y — R

Jim NZ(KXn, o) [ 10m Proy)Pr(a)) =0
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Function Approximation
X is metric compact, B > 0
Forn=1,2,...

Reality announces x, € X
Forecaster announces v, € [—B, B]
Reality announces y, € [-B, B]
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Function Approximation

X is metric compact, B> 0
Forn=12,...
Reality announces x, € X
Forecaster announces v, € [-B, B]
Reality announces y, € [-B, B]

Theorem
Let F be an RKHS on X.
Forecaster has a strategy that guarantees for any f € F
N N
D W —10)? <> (¥n — f(xa))? + O(B?||f]| 7VN)
n=1 n=1
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Prediction with Expert Advice: Scheme

Prediction
Expert 1 e
Expert K K

Learner
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Prediction with Expert Advice: Scheme

Prediction
Expert 1 e
Expert K K

Learner T

[m]
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Prediction with Expert Advice: Scheme

Prediction Loss
Expert 1 ! 7T, w)
Expert K K MK, w)
Learner ™ A, w)

w is the outcome

Goal: Learner’s loss is not greater than the loss of any Expert
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Prediction with Expert Advice: Scheme

Prediction Loss
Expert 1 ! 7T, w)

Expert K K MK, w)
Learner ™ A, w)

w is the outcome
Goal: Learner’s loss is not greater than the loss of any Expert

At each step N, for any k,

N N
> A(mn,wn) <> A(h, wn) + something small

n=1 n=1
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Prediction with Expert Advice: Protocol

Outcome space €, |Q] < oo.
Experts 1,2, ... (finitely or infinitely many)
Loss function A: P(2) x Q — [0, o0]

Lk=0,Ly=0
Forn=1,2,...
Experts announce & € P(Q).
Learner announces 7w, € P(Q).
Reality announces w, € Q.
Lk =Lk  + A(7K,wn), Ln=Ln_1+ Amp,wn).

One can consider non-probabilistic predictions as well.

Alexey Chernov (CLRS & Dept CS, RHUL) |Practical Aspects of Levin's Neutral Measure Marseille, 02.07.2009 26/42



Prediction with Expert Advice: Protocol

Outcome space €, |Q] < oo.
Experts 1,2, ... (finitely or infinitely many)
Loss function A: P(2) x Q — [0, oo]

Lk=0,Ly=0
Forn=1,2,...
Experts announce & € P(Q).
Learner announces 7w, € P(Q).
Reality announces w, € Q.
Lk =Lk  + A(7K,wn), Ln=Ln_1+ Amp,wn).

Learner plays against Experts and Reality.
Goal: L, < LK 4 Const(k), for all k and n.

One can consider non-probabilistic predictions as well.
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Prediction with Expert Advice: Bound

Theorem

Let wk be arbitrary weights of Experts, wk >0, > wk < 1.
If \ is n-mixable, then Learner has a strategy that guarantees for all n
and for all k that ’

1
Ly<Llfk+—In—.
n = n+n Wk

The bound is in a sense optimal.

\ is n-mixable iff for any 7% € P(Q) and any weights w*

K
Ir € P(Q) Yw e Mmw) > Z whe=mA\(T"w)
k=1
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Example: Log Loss

Logarithmic loss:
A, w) InL
T, W) = 7T(w)
Log loss is 1-mixable
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Example: Log Loss

Logarithmic loss:

Log loss is 1-mixable

Let X (wnlwi . . wn_1) = 7h(wn), M(wplwy ... wp_1) = Tn(wn).
k _ N 1 1 _ 1
Then Ly = I ey =N ir oy v ="
and the bound of the theorem reduces to
1
wk

uk(w1 .. .wN) < M(w1 .. -WN)
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Example: Square (Brier) Loss

Square (Brier) loss:

AMm,w) = (1 —7(w))? + Z m(w"))
I#w
Also 1-mixable

ForQ={0,1}, A(mw)=2(1- W(w))z

N

n=1

Alexey Chernov (CLRS & Dept CS, RHUL) |Practical Aspects of Levin's Neutral Measure
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22(1 — M(wn|w+ ...wn_1))2 < 22(1 — 1K (wnlwy . .
n=1

2
.wn_1)) + In m
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Real Bookmakers

Recent experiments by Fedor Zhdanov.

Data:
4 bookmakers, odds for ~ 10000 tennis matches (2 outcomes)
8 bookmakers, odds for ~ 9000 football matches (3 outcomes)

Odds can be transformed to probabilities

There is no obvious choice for the loss function
Use just two popular losses: log loss and square loss
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Tennis Odds: “Own” Loss

Graphs of the regret LK — L, (>
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Tennis Odds: “Foreign” Loss

Graphs of the regret Lk —

151

L, (no theoretical bound)

251
Theoretical bounds I'\M Theoretical boundg
Learner ,M\ W‘ Learner fles
— — — Bookmakers ’/hvﬂ 20H — - — ‘A' "‘r,""“”'-‘umr
4 ‘\“)“ A
R uv"m‘ L
0,
15+ [
o r'\ ih
" j,\ A ¢
K Al
lop T
S
5L /"'f'\ W I
a1 ; DRSNS
A uw, gl g
amwm A (N W
B a
S R
wy i,
-5 i M‘W
. . . . . . ~10 . . . . . .
0 2000 4000 6000 8000 10000 12000 0 2000 4000 6000 8000 10000 120

Learner optimizes for the other loss function

Alexey Chernov (CLRS & Dept CS, RHUL) |Practical Aspects of Levin's Neutral Measure

Marseille, 02.07.2009 32/42



Multiobjective PEA: Scheme

Prediction Loss

Expert 1 ! M(rhw), ..., \M(71 w)
Expert K K M (7K, w), ..., WM(7K w)
Learner m M(m,w), .., AWM (7, w)

N N

> A(mn,wn) <Y A(7f, wn) + something small
n=1 n=1

N N
> AM(an,wn) < A (wf, wy) + something small
n=1 n=1
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Multiobjective PEA: Protoco

Outcome space €, |Q] < oo.
Experts 1,2, 3, ... (finitely or infinitely many)
Loss functions \': P(Q) x Q — [0, o0], A2: P(Q) x Q — [0, o9],. ..

L™ =0,L0 =0
Forn=12,...
Experts announce & € P(Q).

Learner announces m, € P(Q).
Reality announces w, € Q.

Lg’m = Lf’ﬂ + )\m(ﬂrl§7wn)s LZI = LZ’—‘I + )\m(ﬂ-n’ (.Un)-

Learner plays against Experts and Reality.

Goal: LM < L%™ 4 Const(k, m), for all k, m and n.
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Multiobjective PEA: Bound

Theorem

Let w*™ be arbitrary weights of Experts and loss functions, w%™ > 0,
S wkm <,

If each \™ js n™-mixable and strictly proper, then Learner has a
strategy that guarantees for all n and for all k and m that

m km 1 1
Ln SLn +n_m|nW

Alexey Chernov (CLRS & Dept CS, RHUL) |Practical Aspects of Levin's Neutral Measure Marseille, 02.07.2009 35/42




Multiobjective PEA: Bound

Theorem

Let w*™ be arbitrary weights of Experts and loss functions, w%™ > 0,
S wkm <,

If each \™ js n™-mixable and strictly proper, then Learner has a
strategy that guarantees for all n and for all k and m that

m km 1 1
Ln SLn +n_m|nW

Alexey Chernov (CLRS & Dept CS, RHUL) |Practical Aspects of Levin's Neutral Measure Marseille, 02.07.2009 35/42




Strictly Proper Loss Functions

A is proper if for any m, 7’ € P(Q), m # «’

E-\(mw) < E-A(r,w), where Ex\(r',w) =) m(w)A(r,w)

Motivation:
if w ~ 7 then E - \(7',w) is the expected loss for prediction 7’.

A proper loss function encourages to predict the true probability

distribution
= predictions are really (not formally) probabilistic
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Tennis Odds: Two Losses

Graphs of the regret LK — L, (> —In 8, theoretically)
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Multiobjective PEA: Proof Idea

Lemma

If X Is strictly proper and n-mixable, then \(w,w) is a continuous
function of = and for any =, ' € P(Q)

en)\ W) en)\(w w)
eT))\(ﬂ' w) ZT( w 7])\(71' W) — <1.

Example: for log loss A(r,w) = In 1,

e mw)

ZT( w e)\(ﬂ' w) Z

1
(@) " =Y (W) =
T2
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Multiobjective PEA: Algorithm

At step N:

o o AT (T wn) \ A (m )
fN(']T,(U):Z w o H k mym(.k
e eﬂmAm(men) e’ A (ﬂ—va)

k,m

Find 7 € P(Q) s.t.
fn(m,w) <1

for all w.
7 exists by the Neutral Measure Theorem.

Learner predicts my = .
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Multiobjective PEA: Proof of the Bound

Forany N,
M\ (70,w
Z k m H en ( n n) < 1
m)\m(ﬂ.n wn) | T
k,m
Thus,
eZL N AT (7p,wn) 1
< .
ezgﬂ nmkm(ﬂ’é,wn) B Wk’m
Finally,
L7 < LK™ +1n 1
wk.m
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Possible Future Work

For any measures 1%, we can (non-constructively) find a
(non-computable) measure M s.t.

pKwy .. wpn) < %M(m S WN)
and
N
2(1 — M(wp|wy ... wnp 1) < Z 1 — wn|w1 wn_1))2 + % In %
n=1

Is it possible to find a semi-enumerable M for all computable n?
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